Exercise Sheet 1

1) Let A, B be sets. What does the statement "A is not a subset of B " mean?

2) Let A, B, C, X be sets with A, B, and C are subsets of X. Prove the following set equalities
a)(AnB)=A"UB
b)(AUB)=A"NnB
where the complements are taken in X.
¢c)A\B=ANB
d) An(B\C) = (AnBNANC)

3)LetA={x e RIx*-5x+4<0}; B={x e Rl Ix>-1/2I<1}and C={x € RIx*-7x+12 < 0}.
Determine (A U B) N C.

4) Let f: X — Y be a mapping; Let A, Bc X; C, D c Y. Prove that :

a) f(A N B) c f(A) m f(B); Find examples of A, B, and f such that
f(A N B) # f(A) N {(B)

b)f '(CnD) = f(C)n (D)

5)Let f:R\{0}—R and g:R—R
x — 1 X — 2X/(1+x?)
be mappings.
a) Determine fegand g-f.
b) Find the image g(R). Is g injective? surjective? (Answer the same question for f.)

6) Letf: A — Cand g: B— D be two mappings. Consider the mapping h : AXB — CxD
defined by h(a, b) = (f(a), g(b)) for all (a, b) € AxB.

a) Prove that, f and g are both injective if and only if h is injective.

b) Prove that, f and g are both surjective if and only if h is surjective.

7) Let ¢ : R* — R? be a mapping defined by ¢(x,y) = (2° + Tze,y — x*) for all
(z,1) € R2. Prove that ¢ is bijective.
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1) Suppose G is the set of all bijective functions from Z to Z with multiplication defined by
composition, i.e., f - g = f o g. Prove that, (G, ° ) is a group but not an abelian group.

2) Suppose G is the set of all real functions defined on the interval [0,1] (i.e., all functions of
the form f: [0, 1] — R). Define an addition on G by (f+g)(t) = f(t) + g(t) for all t € [0, 1] and all
fand g € G. Show that (G, +) is an abelian group.

3) Which set of the following sets is a ring? a field?
a)2Z ={2m|Im € Z}; b) 2Z+1=2m+1 Im € Z}

¢) X={a+rb2 la,be Z}; d) Y ={a+ b2 la,b e Q}
where, the addition and multiplication are the common addition and multiplication.

4) Solve the following exercises on complex numbers:




41.
Find 2z € C satisfying (z —i)!% + (7 = 7i)(z — i) — 2
42. Solve the equation in the field of complex numbers:
a) N N
(z—1) =(2419)
b)

10 5
(Hg) _(3_7?-'.}(”3) —20=0.
z2 — z —
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21. Find A" for A =

a 1 0
0 a 1
0 0 a
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Solve the following systems of linear equations:




25. Solve the following system of linear equations (where m is a parameter):
¢

T1 — T9 + mxy — 21y =1
{ 211 — 1o + 215 + 31y =—1
—3z; + 329+ (2m — 8)zg — 1224 =5
\ —Try + 329+ (m —8)rg — 14y =5
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1) Show that for any scalar k and any vectors u and v of a vector space V we have
k(u - v) = ku-kv.

2)
Let V be the set of all functions from a nonempty set X into a field K. For any functions f,g e V
and any scalar k € K, let f + g and kf be the functions in V defined as follows:

(f+gx)=f(x) +g(x) and  (kix)=kf(x) Vxe X

Prove that V is a vector space over K.

3) Show that W is a subspace of R* where W = {(a, b, ¢) | 2a + 3b + 5¢ = 0}.

4) Express v =(1 , -2, 5) in R? as a linear combination of the vectors uj, u, u3 where
w=(0,-3,2),w=02,-4,-1),u=(1,-5,7).

5)
Express the polynomial v =t? + 4t — 3 over R as a linear combination of the polynomials
pr=t2—2t+5p,=2*-3t,p;=1t+3
6)
Find a condition on a, b, ¢ so that w = (a, b, ¢) is a linear combination of u = (1, —3, 2) and
v = (2, —1, 1), that is, so that w belongs to span (u, v).
7)
Determine whether or not the following vectors in R? are linearly dependent:

u=(1, =2 1), 0=@21 1), w=(7, —4, 1).

8)

Consider the vector space P(1) of polynomials over R. Determine whether the polynomials
u, v, and w are linearly dependent where wu=1t>+4>—2t+3, v=0 +6t2—1+4,
w=23>+8>— 8t + 7.

9)

Let ¥ be the vector space of functions from R into R. Show that f, g, h € V are linearly indepen-
dent, where f(t) = sin t, g(t) = cos t, h(t) = t.

10)
Let V be the vector space of 2 x 2 matrices over R. Determine whether the matrices 4, B, Ce V
are linearly dependent, where:

1 1 1 O 1 1
A=(1 1) B=(o 1) Cz(O 0)
11)

Suppose u, v, and w are linearly independent vectors. Show that u + v, u — v, and u — 2v + w are
also linearly independent.

12)

Show that the vectors v = (1 + i, 2i) and w = (1, 1 + i) in C? are linearly dependent over the
complex field C but are linearly independent over the real field R.

13) Determine whether (1, 1, 1), (1, 2, 3), and (2, —, 1) form a basis for the vector space R>.
14)

Consider the vector space P,(t) of polynomials in ¢ of degree <n. Determine whether or not
b4t 452 +63...,t" ' + " form a basis of P,(t).



15)
Let V be the vector space of real 2 x 2 matrices. Determine whether

1 1 0 1 0 0
A=(o 0) Bz(x 0) C=(_1 1) b
form a basis for V.

( )
0 1
16)

Let V be the vector space of 2 x 2 symmetric matrices over K. Show that dim V = 3. [Recall
that A = (g;,) is symmetric iffl A = A7 or, equivalently, g;; = a;.

17) Find a basis and the dimension of the subspace W of R* where:
(a) W={(a,bc)la+b+c=0},(b) W={{a,b,c)la=b=c},
(c)W=(a,b,c)lc=23a}

18)
Find a basis and the dimension of the subspace W of R* spanned by

u, =(1, -4, —-2,1), u,=(1, -3, —-1,2). u;=03, —8 -2,7).
19)
Let W be the subspace of R* spanned by the vectors
uy =1, =2,5 —3), up=(2.31, —4) u;=(3, 8 —3, —5).

(a) Find a basis and the dimension of W. (b) Extend the basis of W to a basis of the whole space
R*.

20) a)

Find all the number A € R such that (1, —7,A) € Span {(1,-1,2);(2,1, -2)}
b)

Find all the number A € R such thatthesetS = {(—1,—2,0);(—6,1,4);(9,—8,A)}
is a basis of R3.

21)
Determine whether the following matrices have the same row space:
115\ 1 -1 =2 b= -l
A=(2 3 13) B=(3 S 3) =4 -3 -1
B 3 -1 3
22)
1 3 5 1 2 3
Show that 4 = | 1 4 3JJand B=| —2 -3 —4] have the same column space.
1 1 9 7 12 17
23)
Consider the subspace U = span (u,, u,, u3) and W = span (w,, w,, w3) of R® where:
u, = (la 11 - l)s uz = (25 3, - l)a Uy = (3’ ls —5)
w, =(1, —1, =3), w, =(3, —2, —8), wy=(2,1, —3)
Show that U = W.
24)
Find the rank of the matrix A where:
1 2 -3 1 3
2 1 0 o -2
@ A=, 1 3} O A= 5

-1 4 -2 -2 3



25)

-3 -3 —4 2 1 -1 2 =2
Given A € Rand twomatricesA=| 1 -4 3 —-4|:B=1|2 1 3 =2

1 5 0 2 1 -7 4 A
Find the value of A such that Rowsp(A) = Rowsp(B).
26)

Suppose R is a row vector and 4 and B are matrices such that RB and AB are defined. Prove:

(a) RBis a linear combination of the rows of B.
(b) Row space of AB is contained in the row space of B.

(¢) Column space of AB is contained in the column space of A.
(d) rank AB < rank B and rank AB < rank A.
27)

Find the dimension and a basis of the solution space W of the system
x+2y+ z-3t=0
2x +4y + 4z — t=0.
Ix+6y+7z4+ t=0

2

(gi)ven a,b € R we consider the following system of linear equations
X1 —Xy+ axs+ 3xy =2
2x1+ bxy 4+ 6x3 —2xy4 =1
X1+ (b+1)xy+ (6 —a)xz —4xy =—1

x1—(b+3)x2+ (3a—6)x3+10xy =5
with the unknowns x1, X3, X3, X4.
How many solutions does this system have?
29) For real parameters a and b, we consider the system of linear equations

1 + 319 — ary =2
211 + 19 — T3 =b
8.{'1 + Q.E.'Q — ('2({- + 3].?.‘3 = 3b +4

Prove that the system always has a solution, then solve the system.

30) Let U and W be subspaces of a vector space V. We define the sum
U+W={u+wlueU,we W}
Show that:
(a) U and W are each contained in U + W;
(b) U + W is a subspace of V, and it is the smallest subspace of V containing U and W,
that is, if there is any subspace L of V such that L contains U and W then L contains U + W.
C)W+W=W.
31) Let U and W be subspaces of a vector space V. We say that V is the direct sum of U and W
if V=U+ W and U n W= {0}. In this case we write V=U®W.
a) Let U and W be the subspaces of R? defined by U = {(a,b,c)la=b=c} and
W ={(0, b, c)}, Prove that R>'=UDW.
b) Let V be the vector space of n-square matrices over R.
c¢) Show that V =U® W if and only if for all veV there exists a unique (u,w) € UxW such
that v=u + w.

Show that V = U @ W where U and W are the subspaces of symmetric and antisymmetric

matrices, respectively. (Recall M is symmetric iff M = M7?, and M is antisymmetric iff
MT = —M)
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16) Show that (A")'=A; and (AB)'=B 'A"!

17) Show that (A™")"= (AT)"

Using cofactor matrices, find the inverse of the matrices:




Geometrical applications: Using Cramer's Theorem show that:

26)

Let S be the basis of R? consisting of u, = (2, 1) and u, = (1, —1). Find the coordinate vector [v]
of v relative to S where v = (a, b).

27)
Consider the vector space P.(t) of real polynomials in t of degree <3.

(@ Showthat S ={1,1—¢ (1 — 1), (1 — £)*} is a basis of P,(t).
(b) Find the coordinate vector {u] of u = 2 — 3¢ + t2 + 2r> relative to S.

28)

) in the vector space V of 2 x 2 real matrices. Find the coordi-

0 0\ /0 O .
( 1 0), ( 0 l)} the usual basis

2
Consider th trix 4 =
onsider the matrix ( 4 7

. . 1 0y /0 1
nate vector [ A] of the matrix A relative to {( 0 0), ( 0 0),
of V.

29)

Let S be the following basis of the vector space W of 2 x 2 real symmetric matrices:

(D¢ G

. . 1 -5
Find the coordinate vector of the matrix 4 € W relative to the above basis § where (a) A = ( )

dbA—1 2
an()—2 af

30)

Consider the following bases of R?:
Si={u, =0, =2, u; =(3, —4)} and S;={v,=(1,3) v, =03, 8)}

(@) Find the coordinates of an arbitrary vector v=(a, b) in R? relative to the basis
S, = {uy, uy).

(b) Find the change-of-basis matrix P from S, to §,.

(¢) Find the coordinates of an arbitrary vector v =(a, b) in R? relative to the basis
Sy = {v), va}-

(d) Find the change-of-basis matrix Q from S, back to §;.



31)

Consider the basis § = {u, = (1,2, 0), u, = (1, 3, 2), u5 = (0, 1, 3)} of R>. Find:

(@) The change-of-basis matrix P from the usual basis E = {e,, e,, 3} of R? to the basis S,
(b) The change-of-basis matrix Q from the above basis S back to the usual basis E of R?,

32)

Suppose P is the change-of-basis matrix from a basis {u;} to a basis {w;}, and suppose Q is the

change-of-basis matrix from the basis {w;} back to the basis {#;}. Prove that P is invertible and
Q=PL
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cos n@ sin né

—sin n@ cos nd

5
15

: not k det A), where .

21.
Denote by G = {A € My(R) | det(A) = 1}. Prove that G with the matrix multiplication is a group.
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1)

Show that the following mapping is linear: F: R* — R defined by F(x, y, z) = 2x — 3y + 4z
2)

A mapping F : R? - R? is defined by F(x, y) = (x + 1, 2y,x + y). Is F linear?

3) Let K be a field (often, K =R or C) .

Let V' be the vector space of n-square matrices over K. Let M be an arbitrary but fixed matrix in
V.Let T: V — V be defined by T(4) = AM + MA, where A € V. Show that T is linear.

4) Let F : R>— R?be the linear mapping for which F(l,2) = (2, 3) and F(0, 1) = (1, 4). Find a
formula for F, that is, find F(a, b) for arbitrary a and b.

5)

Let T:V - U be linear, and suppose v, ..., v, € ¥V have the property that their images
T(vy), ..., T(v,) are linearly independent. Show that the vectors v,, ..., v, are also linearly
independent.

6)

Let F: R® — R? be the linear mapping defined by
Fx, 2,8, )=(x+2y+z—-3s+4t,2x + Sy +4z — Ss+ 5t, x + 4y + 5z — s — 21)

Find a basis and the dimension of the image of F.

7)

Let G: R? - R? be the linear mapping defined by G(x, y, z) =(x + 2y — z, y + z, x + y — 22).
Find a basis and the dimension of the kernel of G.

8) Consider the linear mapping A: R*— R3which has the matrix representation relative to the

usual bases of R* and R?® as
1 2 3 1
1 35 -
3 8 13 -3

Find a basis and the dimension of (a) the image of A; (b) the kernel of A.

9)
Find a linear map F : R?® - R* whose image is spanned by (1, 2,0, —4) and (2,0, —1, —3).
10)

Let V be the vector space of 2 by 2 matrices over R and let M = ((1) ;

linear map defined by F(4) = AM — M A. Find a basis and the dimension of the kernel W of F.

)‘LetF:V—beethe

11)

Consider the linear operator 7' on R? defined by T(x, y, z) = (2x, 4x — y, 2x + 3y — z). (a) Show
that T is invertible. Find formulas for: (b)) T~ 1, (¢) T2, and (d) T 2.

12)
Let F: R* — R? be the linear mapping defined by Fix, y,2) = (3x + 2y — 4z, x — 5y + 3z).

{a) Find the matrix of F in the following bases of R® and R?:
S={w,=(L 1L 1)w,=(1, 1,0}, w; =(1,0, 04} § ={uy; =(1, 3), u; = (2, 5}

(P) Verifv that the action of F is preserved by its matrix representation; that is, for any v € R?,
[Fisvls = [Flolls



13)
Let G be the linear operator on R? defined by G(x, y, z) = (2y + z, x — 4y, 3x).

(a) Find the matrix representation of G relative to the basis

S = {wl = (ls l’ l)a Wz = (11 l’ 0)’ WJ = (1, 07 0)}
14)

Each of the sets (a) {1, ¢, €', te'} and (b) {e*, te*, t?¢'} is a basis of a vector space V of functions
f: R —R. Let D be the differential operator on V, that is, D(f) = df/dt. Find the matrix of D in
each given basis.

16)

Find the matrix representation of each of the following linear mappings relative to the usual
bases of R":

F :R? - R? defined by F(x, y) = 3x — y, 2x + 4y, 5x — 6y)
F:R*— R? defined by F(x, y,5, ) =(3x —4y + 25 — 5t, 5x + Ty — s — 2t)
F : R*> — R* defined by F(x, y, z) = 2x + 3y — 8z, x 4+ y + z, 4x — 5z, 6y)
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Some general properties of the spectrum: Let A;, &, ..., A, be all eigenvalues of an n-
square matrix A=[a;]. In each case, prove the proposition and illustrate with an exa

mple:
22. (Trace) The so-called trace of A, given by trace A = ay +l a32 t+A. v e
is equal to A, + - - - + A,. The constant term 0f|A-fU\ e ey =
23. If A is real, the eigenvalues are real or complex conjugates 1n pairs.
24. (Inverse) The inverse A~! exists if and only it A; # (E R T n).
25. The inverse A~ ! has the eigenvalues 1/A;, -, /A,

. Ain diagonal are the
26. (Triangular matrix) 1f A is triangular, the entries on the main diag
eigenvalues of A.

s —k, A — k.
27. (““Spectral shift’’) The matrix A — kI has the eigenvalues A, "
28. The matrix KA has the eigenvalues kA, == " KA, - e i e £ A™.
29. The matrix A™ (m a nonnegative integer) has the eigenva 1
30.

tral mapping theorem) The matrix

k A™ + k. A™1 4+ -+ kA + ko,

i @alled a polynomial matrix, has the eigenvalues

g™ + Ky A1 4t kA ko G= 1,0

&4

n is called the spectral mapping theorem for polynomi
senvectors of that matrix are the same as those of A.




31) Find all eigenvalues and a maximal set S of linearly independent eigenvectors for the
following matrices:

5 6 (5 1
(@ A=(3 -2) ) (4(1 3)

Which of the matrices can be diagonalized? If so, diagonalize them!

4 I —1
A=|2 5 -
1 1 2

Find: (a) the characteristic polynomial of A, (b) the eigenvalues of A, and (c¢) a maximal set of
linearly independent eigenvectors of A. (d) Is A diagonalizable? If yes, find P such that P'AP is
diagonal.

32) Suppose

33) Answer the same questions as in Prob. 19 for the matrices:

3 -1 1 1t -8 4
B=|7 -5 1 :C={ -8 —1 =2]
6 -6 2 4 -2 —4

34) Suppose A and B are n-square matrices.

(@) Show that 0 is an eigenvalue of A if and only if A is singular.

(b) Show that AB and BA have the same eigenvalues.

(c) Suppose A is nonsingular (invertible) and c is an eigenvalue of A. Show that ¢ is an
eigenvalue of AL,

(d) Show that A and its transpose AT have the same characteristic polynomial.

35) Suppose A=[aj] is an n-square matrix. Define the trace of A by Tr(A)= Z a,, (the sum of
k=1

all entries on the main diagonal. Prove that Tr(AB) = Tr(BA) for n-square matrices A and B.
Prove also that similar matrices have the same traces.

36) Find the principal directions and corresponding factors of extension or contraction of the
elastic deformation y = AX where
3 2
()

What is the new shape the elastic membrane takes?, given the old shape is a circle.
37)

Let V be the vector space of 2 x 2 matrices with the usual basis

(o 0}5=(0 o) 5=( Oh2=( D)}

4) and T be the linear operator on V defined by T(4) = MA. Find the matrix

representation of T relative to the above usual basis of V.

Also, find the matrix of the following linear operator H with respect to the above usual basis of
V: H(A)=MA-AM

Let M=(l
3

38)
Let G be the linear operator on R? defined by G(x, y, z) = (2y + z, x — 4y, 3x) and consider the
usual basis E of R? and the following basis S of R3:

S={w, =( 1, 1),w,=(1 1,0), wy =(1, 0, 0)}

(@) Find the change-of-basis matrix P from E to §, the change-of-basis matrix Q from § back to
E, and verify that g = P~ L.

(b) Verify that [G]s = P~ '[G]g P.



39)

Find all eigenvalues and a basis of each eigenspace of the operator 7 : R® -+ R*® defined by
T(x,y,z) = (2x + 4y + 4z, 4x+2y+ 4z, 4x+ 4y + 2z ). Is T diagonalizable? If so, find a basis of
R? such that the matrix representation of T with respect to which is diagonal.

40) Suppose Vv is an eigenvector of an operator T corresponding to the eigenvalue k. Show that
for n > 0, v is also an eigenvector of T" corresponding to k"

41)
Suppose 4 is an eigenvalue of an operator T and f{(t) is a polynomial. Show that f(4) is an eigenvalue of

AT).
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1) Verify that the following is an inner product on R where u = (X1, X2) and v = (y1, y2):
<U, V>= X1Yy1 - 2X1y2 - 2X2Y1 + SX2Y2

2)

Find the values of k so that the following is an inner product on R* where u = (x,, x,) and v = (y,, ¥,)
<u, V>= X1y1 - 3X1y2 - 3XaYy1 + KX2Y2

3) Let V be the vector space of mxn matrices over R. Show that <A, B> =tr (BTA) defines
an inner product in V.

4) Let V be the vector space of polynomials over R. Show that
{L9> =6 fgle) di
defines an inner product in V.

5) Suppose |<u, v>| = || u|| || v ||. (That is, the Cauchy-Schwarz inequality reduces to equality)
Show that u and v are linearly dependent.

6) Let V be the vector space of polynomials over R of degree < 2 with inner product

S 9) = Jo F)gly) dr.
Find a basis of the subspace W orthogonal to h(t) = 2t + 1.

7) Find a basis of the subspace W ={(1,- 2, 3,4), (3,-5,7, 8)}l in R%.

8) Lef w = (1, -2, -1, 3) be a vector in R*. Find (a) an orthogonal and (b) an orthonormal basis
forw™.

9) In R* consider W ={(1, 1, 2, 2), (0, 1, 2, -1)}l. Find (a) an orthogonal and (b) an
orthonormal basis for W,

10) Let S consist of the following vectors in R*:
ur=(1,1,1,1), u2=(1,1,-1,-1) ,us=(1,-1,1,-1), us = (1, -1, -1, 1)
(a) Show that S is orthogonal and a basis of R*.
(b) Write v = (1, 3, -5, 6) as a linear combination of uz, Uz, us, Us
(c) Find the coordinates of an arbitrary vector v = (a, b, ¢, d) in R* relative to the basis S.
(d) Normalize S to obtain an orthonormal basis of R%.

11) Find an orthogonal and an orthonormal basis for the subspace U of R*spanned by the
vectorsu=(1,1,1,1),v=(,-1,2,2),w=(1,?2,-3,-4).

12)
Let V be the vector space of polynomials f(f) with inner product {f, g> = |2 f(1)g(r) dr. Apply the Gram-
Schmidt algorithm to the set {1, t, 1*} to obtain an orthogonal set { f;, f, f>} with integer coefficients.

13) Suppose v = (1, 2, 3,4,6). Find the orthogonal projection of v onto W (or find w € W which
minimizes || v - w ||) where W is the subspace of R® spanned by:
(@ w,=00,21,2,Dandu,=(1, —1,2, —1, 1); B v;=1(1,2,1,2,0and v, =(1,0, 1,5, —1)

14)
a) Consider Euclidean space R* with the usual inner product. Let
P:RY — Span {(1,0,2,1); (1, —2,0,1) } be the orthogonal projection.
Find P(1, -3,1, -2).



b} Find the least square solution of the follow ing system, then explain
the meaning of least square solutions:

1 2 -2 il Xy
1 0 —2]1X (4 for X (I:
2 B —4 1 X3

15) Orthogonally diagonalize the following symmetric matrix:

A=

N N -
N P DN
P NN

16) Consider the quadratic form q(x, y, z) = 3x? + 2xy + 3y? + 2xz + 2yz + 3z2. Find:
(@) The symmetric matrix A which represents g and its characteristic polynomial,

(b) The eigenvalues of A,

(c) A maximal set S of nonzero orthogonal eigenvectors of A.

(d) An orthogonal change of coordinates which diagonalizes g.

17)
On B? consider the following quadratic form g = 822 + Szy — 222 — Ty? + Syz + 822,
Find an orthogonal change of coordinates which diagonalizes g.

18)
1 3 -1 -2

et A=1|(2 -4 1 |:B=|T7 Find a column vector X' £ Mz, () which
6 8 -3 5

minimizes the function f(X) =

AX — B|| defined for all X € M3, (R).

19) Transform the following quadric surfaces to the principal axes:
a)

3x2 4 dxy +4xz + 32 +4yz + 322+ 2x —y+32 =0
b) . X i
202 4+ 6% + 1422 — b6y 4+ 222+ 6yz+2x —y+ 2 =0
20) Let A, B be n-square symmetric matrices on R. Prove that:

a) All the eigenvalues of A are positive if and only if XTAX >0 for all XeMnx(R)\{0}.
b) If all the eigenvalues of A and B are positive, then so are the eigenvalues of A + B.

21)

Let A be an n-square matrix such that A% +5A4%+67 = 0. Prove that A does not have any real eigenvalue.



