
 

 

Exercise Sheet 1 

 
 

1) Let A, B be sets. What does the statement "A is not a subset of B " mean? 

 

2) Let A, B, C, X be sets with A, B, and C are subsets of X. Prove the following set equalities 

          a) (A  B)' = A'  B' 

          b) (A  B)' = A'  B' 
    where the complements are taken in X. 

          c) A \ B = A  B' 

          d) A(B \ C) = (AB)\(AC) 

 

3) Let A = {x  R | x2-5x+4  0}; B = {x  R |   |x2- 1/2|  1} and C = {x  R | x2-7x+12 <  0}. 

Determine (A  B)  C. 
 

4) Let  f: X → Y be a mapping; Let A, B  X; C, D  Y. Prove that : 

            a) f(A  B)   f(A)  f(B); Find examples of A, B, and f such that  

f(A  B) ≠  f(A)  f(B) 

            b) f -1(C  D)  =  f -1(C)  f -1(D) 
 

5) Let  f : R \ {0}→ R                   and   g : R → R   

                     x    1/x                                x  2x/(1+x2) 

be mappings. 

         a) Determine  f ◦g and  g ◦ f. 

         b) Find the image g(R). Is g injective? surjective? (Answer the same question for f. )  

 

6) Let f : A → C and g : B → D be two mappings. Consider the mapping h : AxB → CxD 

defined by h(a, b) = (f(a), g(b)) for all (a, b)  AxB. 
         a) Prove that, f and g are both injective if and only if h is injective.    
         b) Prove that, f and g are both surjective if and only if h is surjective.  
 

7) Let 2 2:  be a mapping defined by 5 4( , ) ( 7 , )yx y x xe y x  for all 

2( , ) .x y  Prove that is bijective. 



 

Exercise Sheet 2 
 

1) Suppose G is the set of all bijective functions from Z to Z with multiplication defined by 

composition, i.e., f ∙ g = f ◦ g. Prove that, (G, ◦ ) is a group but not an abelian group. 

 

2) Suppose G is the set of all real functions defined on the interval [0,1] (i.e., all functions of 

the form f : [0, 1] → R). Define an addition on G by (f+g)(t) = f(t) + g(t) for all t  [0, 1] and all 

f and g  G. Show that (G, +) is an abelian group. 

 

3) Which set of the following sets is a ring? a field? 

       a) 2Z = {2m | m  Z};             b) 2Z+1={2m+1 | m  Z} 

       c)  X = {a+ b 2  | a, b  Z};  d) Y = {a+ b 2  | a, b  Q} 

where, the addition and multiplication are the common addition and multiplication. 

 

4)  Solve the following exercises on complex numbers: 

 

 

 
 

 



41. 

 
42. Solve the equation in the field of complex numbers: 

a)     7 7

( ) ( )z i z i  

b)  

 
 



Exercise Sheet 3 

 

 

 
 
 



 
 
 

 



 

Exercise Sheet 4 
 
 

 
 
 
 
 



 
 

 
 

21. Find An for 

1 0

0 1

0 0

a

A a

a

 



 

Exercise Sheet 5 
Solve the following systems of linear equations: 
 

 



 
 
 

 
 
25. Solve the following system of linear equations (where m is a parameter): 

 



 

Exercise Sheet 6 

 
 

1) Show that for any scalar  k and any vectors  u and v of a vector space V we have   

k(u - v) = ku-kv. 
 
2)  

 
 

3) Show that W is a subspace of R3 where W = {(a, b, c) | 2a + 3b + 5c  = 0}. 

 

4) Express v =(1 , -2, 5) in R3 as a linear combination of the vectors u1, u2, u3  where  

u1 = (1, -3, 2), u2 = (2, -4, - 1), u3 = (1, - 5, 7). 
 

5)  

 
6) 

 
7)  

 
8)  

 
 

9)  

 
 

10)  

 
11)  

 
12) 

 
 

13) Determine whether (1, 1, 1), (1, 2, 3), and (2, — 1, 1) form a basis for the vector space R3. 

 
14)  

 
 



15)  

 
16)  

 
 

17) Find a basis and the dimension of the subspace W of R3 where:  

(a) W={(a,b,c) | a + b + c = 0}, (b) W = {{a, b, c) | a = b = c},  
(c) W = (a, b, c ) | c = 3a} 
 

18)  

 
19) 

 
 

20) a)  

 
b) 

 
 

21)  

 
22)  

 
23)  

 
 

24) 

 



 

 

 

25) 

 
Find the value of λ such that  Rowsp(A) = Rowsp(B). 
26) 

 
 

 
27) 

 
28)  

 
How many solutions does this system have? 

29) For real parameters a and b, we consider the system of linear equations 

 
Prove that the system always has a solution, then solve the system. 
 

30) Let U and W be subspaces of a vector space V. We define the sum  

U + W={u + w | u  U; w  W}. 
Show that:  
         (a) U and W are each contained in U + W;  
         (b) U + W is a subspace of V, and it is the smallest subspace of V containing U and W, 
that is, if there is any subspace L of V such that L contains U and W then L contains U + W.  
         (c) W + W = W. 

31)  Let U and W be subspaces of a vector space V. We say that V is the direct sum of U and W 

if V = U + W and U  W= {0}. In this case we write   V =UW.  

       a) Let U and W be the subspaces of R3 defined by U = {(a, b, c) | a = b = c} and  

W = {(0, b, c)}, Prove that R3= UW. 

       b) Let V be the vector space of n-square matrices over R.   

       c) Show that V =UW if and only if for all v∈V there exists a unique (u,w) ∈ UXW such 

that v= u + w. 
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16) Show that (A-1)-1 = A; and (AB)-1 = B -1A-1 

 

17) Show that (A-1)T = (AT)-1 

 
 

  
 
Using cofactor matrices, find the inverse of the matrices: 

 



 
Geometrical applications: Using Cramer's Theorem show that: 

 

 
 

26)  

 
27)  

 
28) 

 
 

29) 

 30) 

 

 
 



31)  

 
 

32)  
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21. 
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1)  

 
2)  

 
 

3)  Let K be a field (often, K = R or C) .  

 
 

4) Let F : R2 → R2 be the linear mapping for which  F(l, 2) = (2, 3) and F(0, 1) = (1, 4). Find a 

formula for F, that is, find F(a, b) for arbitrary a and b. 

 

5)  

 
 
6) 

 
7) 

 
 

8) Consider the linear mapping A: R4→ R3 which has the matrix representation relative to the 

usual bases of R4 and R3 as  

 
Find a basis and the dimension of   (a) the image of A;  (b) the kernel of A. 
 

9)  

 
10) 

 
 

11)  

 
 

12) 

 
 



13)  

 
14) 

 
 

16) 
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Some general properties of the spectrum:  Let λ1, λ2, …, λn be all eigenvalues of an n-

square matrix A=[ajk]. In each case, prove the proposition and illustrate with an example: 

 
  30. 

 
 



31) Find all eigenvalues and a maximal set S of linearly independent eigenvectors for the 

following matrices: 

 
Which of the matrices can be diagonalized? If so, diagonalize them! 
 
32) Suppose  
 

 
Find: (a) the characteristic polynomial  of A, (b) the eigenvalues of A, and (c) a maximal set of 
linearly independent eigenvectors of A. (d) Is A diagonalizable? If yes, find P such that P-1AP is 
diagonal. 

 

33)  Answer the same questions as in Prob. 19 for the matrices: 

      
34) Suppose A and В are n-square matrices.  

(a) Show that 0 is an eigenvalue of A if and only if A is singular.  

(b) Show that AB and BA have the same eigenvalues.  

(c) Suppose A is nonsingular (invertible) and c is an eigenvalue of A. Show that c-1 is an  

eigenvalue of A-1.  

(d) Show that A and its transpose AT have the same characteristic polynomial. 
 

35)  Suppose A=[ajk] is an n-square matrix. Define the trace of A by Tr(A)=
=

n

k

kka
1

(the sum of 

all entries on the main diagonal. Prove that Tr(AB) = Tr(BA) for n-square matrices A and B. 

Prove also that similar matrices have the same traces. 

 

36) Find the principal directions and corresponding factors of extension or contraction of the 

elastic deformation y = Ax  where  

 
What is the new shape the elastic membrane takes?, given the old shape is a circle.  
37)  

 
Also, find the matrix of the following linear operator H with respect to the above usual basis of 

V:   H(A)=MA-AM   

 

38)  

   

 



 

 

39) 

 
T(x, y, z) = (2x + 4y + 4z, 4x+2y+ 4z, 4x+ 4y + 2z ). Is T diagonalizable? If so, find a basis of 

R3 such that the matrix representation of T with respect to which is diagonal. 

 

40) Suppose v is an eigenvector of an operator T corresponding to the eigenvalue k. Show that 

for n > 0, v is also an eigenvector of Tn corresponding to kn. 

 

41) 
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1) Verify that the following is an inner product on R2 where u = (x1, x2) and v = (y1, y2):  

<u, v>= x1y1 - 2x1y2 - 2x2y1 + 5x2y2 

2)  

 
<u, v>= x1y1 - 3x1y2 - 3x2y1 + kx2y2 

 

3)  Let V be the vector space of mxn matrices over R. Show that  <A, B> = tr (BTA) defines 

an inner product in V. 

 

4) Let V be the vector space of polynomials over R. Show that 

 
defines an inner product in V. 

 

5) Suppose |<u, v>| = || u|| || v ||. (That is, the Cauchy-Schwarz inequality reduces to equality) 

Show that u and v are linearly dependent. 

 

6) Let V be the vector space of polynomials over R of degree  2 with inner product  

 
Find a basis of the subspace W orthogonal to h(t) = 2t + 1. 

 

7) Find a basis of the subspace W = {(1, - 2, 3, 4),  (3, - 5, 7, 8)} ┴  in R4. 

 

8)  Let w = (1, -2,  -1, 3) be a vector in R4. Find (a) an orthogonal and (b) an orthonormal basis 

for w┴. 

 

9) In R4 consider W = {(1, 1, 2, 2), (0, 1, 2, -1)} ┴. Find (a) an orthogonal  and (b) an 

orthonormal basis for W. 

 

10) Let S consist of the following vectors in R4:   

         u1=(1,1,1,1), u2 = (1, 1, -1, -1) , u3 = (1, -1, 1, -1), u4 = (1, -1, -1, 1)  

(a) Show that S is orthogonal and a basis of R4.  

(b) Write v = (1, 3, -5, 6) as a linear combination of u1, u2, u3, u4   

(c) Find the coordinates of an arbitrary vector v = (a, b, c, d) in R4 relative to the basis S.  

(d) Normalize S to obtain an orthonormal basis of R4. 

 

11) Find an orthogonal and an orthonormal basis for the subspace U of R4 spanned by the 

vectors u = (1, 1, 1, l), v = (l, -1, 2, 2), w=( 1, 2, -3, -4). 

 

12)  

 
 

13) Suppose v = (1, 2, 3,4,6). Find the orthogonal projection of v onto W (or find w  W which 

minimizes || v - w ||) where W is the subspace of R5 spanned by: 

 
 

14)  

 



 
 

15) Orthogonally diagonalize the following symmetric matrix: 

 

A=
















122

212

221

 

16) Consider the quadratic form q(x, y, z) = 3x2 + 2xy + Зу2 + 2xz + 2yz + 3z2. Find:  

(a) The symmetric matrix A which represents q and its characteristic polynomial,  

(b) The eigenvalues of A,  

(c) A maximal set S of nonzero orthogonal eigenvectors of A.  

(d) An orthogonal change of coordinates which diagonalizes q. 

 

17) 

 
Find an orthogonal change of coordinates which diagonalizes q. 

 

18) 

 
 

 
 

19) Transform the following quadric surfaces to the principal axes: 
a) 

 
b)  

 
 

20)  Let A, B be n-square symmetric matrices on R. Prove that: 

a) All the eigenvalues of A are positive if and only if  XTAX >0 for all XMnx1(R)\{0}. 

b) If all the eigenvalues of A and B are positive, then so are the eigenvalues of A + B. 

 

21) 

 


